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ZA SPRAVEDLIVOU BUDOUCNOST: Al A

LIDSKA PRAVA

Umeéla inteligence (Al) jiz neni vzdalenym pojmem ze sci-fi film(l. Stala se neviditelnou, ale
vSudypfitomnou soucasti naSeho kazdodenniho Zivota. Rozhoduje o tom, co vidime na
socialnich médiich, pomaha l|ékafim odhalovat rakovinu, ale také urcuje, kdo dostane
hypotéku, koho policie povazuje za rizikového a kdo méa narok na socialni davky.

S pfichodem generativni Al (ChatGPT, Gemini a Claude) se tento vyvoj radikalné zrychlil.
To, co drive trvalo roky, se nyni déje béhem nékolika mésici. Stojime na prahu
technologické revoluce, ktera slibuje obrovsky pokrok, ale také predstavuje bezprecedentni
vyzvu pro ochranu lidskych prav.

Technologie méni zplsob fungovani statu, zplsob, jakym pracujeme a jak uplatiiujeme své
svobody. Jako pedagogové a aktivisté v oblasti lidskych prav proto stojime pfed zasadni
otazkou: Slouzi tato technologie ndm, nebo my slouzime ji?

Tato pfirucka byla vytvorena, protoze vzdélavani v oblasti umélé inteligence jiz nemize byt
omezeno pouze na psani kédu. Stava se nezbytnou soucasti obéanského vzdélavani, etiky a
spoleCenskych véd. Cilem je poskytnout vam uzite€ny nastroj pro orientaci v nové realité
umeélé inteligence. Nechceme pouze popisovat rizika a pfilezitosti. Chceme vam dat
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Jak zajistit, aby lidé a jejich distojnost zlstali v digitalnim véku na prvnim misté.

Vitejte v této pfiruCce o svéte, kde se algoritmy setkavaji s lidskymi pravy.

Mytus objektivni stroje: Proc Al nikdy nebude neutralni

Vstupujeme do éry, kdy se hranice mezi fyzickym a digitalnim svétem stiraji. Pro pedagogy a
pracovniky s mladezi je zasadni pochopit a sdélit jednu zakladni pravdu: technologie neni
neutralni.

Casto se setkdvame s predstavou, e uméla inteligence je jen o néco slozit&jsi forma
matematiky — Cista, objektivni a zbavena lidskych emoci nebo chyb. Predpokladame, ze
pokud rozhodnuti u€ini pocita¢, musi byt spravedlivé. Opak je vSak pravdou. Systémy umélé
inteligence jsou trénovany na datech z naSeho svéta. Svéta, ktery je historicky poznamenan
rasismem, sexismem, kolonialismem a socialnimi nerovnostmi. Kdyz tato data vlozime do
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»cerné skrinky” algoritmu, nemizeme ocekavat, Ze vysledkem bude objektivni pravda. To,
co dostaneme, je ,zakddovana zaujatost“. Technologie nejen odrazi tyto nerovnosti, ale
Casto je i posiluje.

Jako ucitelé mate odpovédnost pfipravit studenty nejen na to, aby byli pasivnimi
spotiebiteli technologie, ale aby pochopili jeji dopad na zakladni prava. Musime odhalit
proces, kterym se lidské hodnoty dostavaji do Al.

Hodnoty vstupuji do kazdé faze cyklu Al

MySlenka, Zze se Al uli sama a vyviji se nezavisle, je mylna. Uméla inteligence je
sociotechnicky systém. To znamena, Ze technologie je neoddélitelné spjata se socialnimi
procesy. V kazdé fazi vyvoje lidé (vyvojafi, analytici dat, manazefi atd.) Cini védoma nebo
nevédoma rozhodnuti, ktera formuji vysledné chovani systému.

NejcastéjSim argumentem je: ,Ale Al se ucCi z dat a data jsou objektivni.* To vSak neni
pravda. Data, na kterych jsou dneSni modely trénovény, jsou odrazem naSeho svéta. A nas
svét je historicky nespravedlivy, rasisticky, sexisticky a nerovny. Pokud napfiklad trénujete
Al na historii soudnich rozhodnuti, nenauci se spravedlnosti. Nauci se kopirovat vzorce,
které v soudnictvi funguji po desetileti, v€etné diskriminace mensin.

Tento proces mlzeme rozdélit do tii klicovych fazi, ve kterych se promitaji lidské hodnoty:

A. Faze zbéru dat

Data jsou v podstaté zaznamem minulosti. Pokud trénujeme Al na historickych datech,
u€ime ji historické vzorce chovani.

o Historickd zaujatost: Pokud trénujeme bankovni algoritmus na datech o pljc¢kach z 20.
stoleti, systém se nauci, ze zeny nebo pfislusnici mensinovych skupin jsou rizikovéjSimi
klienty, protoZze v minulosti Celili systémové diskriminaci a meli horsi pfistup k kapitalu.
Uméla inteligence tuto zaujatost matematicky formalizuje a prenasi do budoucnosti.

o Neviditelnost dat: Stejné dilezité je i to, co v datech chybi. Mame obrovské mnozstvi
dat o lidech, ktefi jsou online, pouzivaji smartphony a ziji v bohatSich zemich. Data o
lidech z marginalizovanych komunit nebo rozvojovych zemi Casto chybi. Pokud systém
rozpoznavani obli¢eje nefunguje spolehlivé u lidi s tmavou pleti, nejde o technickou
nahodu, ale o dlsledek toho, zZe tito lidé nebyli v trénovaci sadé dostate¢né zastoupeni.

B. Faze navrhu a tréninku

Architektura samotného systému odrazi to, co tvlrci povazuji za dllezité. Kazdy model Al
ma takzvanou optimalizaéni funkci — cil, o jehoz dosazeni usiluje. Volba tohoto cile je Cisté
hodnotovym Gsudkem.
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Priklad: Pro¢ Al halucinuje? Generativni modely jsou Casto kritizovany za to, ze si vymysSleji
fakta. Ukazuje se, Zze u ChatGPT se jedna o védomou volbu:

o Tyto modely nebyly primarné naprogramovany tak, aby fikaly pravdu.

o Byly optimalizovany tak, aby znély lidsky, plynule a pfesvédCiveé.

Kdyby vyvojafi pfi navrhovani systému upfednostnili hodnotu pfiznani nevédomosti pred
hodnotou uzivatelského komfortu, model by na neznamé otazky odpovidal ,,nevim®.
SoucCasné modely v8ak uprednostiiuji generovani faleSné, ale uvéfitelné odpovédi, protoze
tak byly navrZzeny (hodnotova volba: plynulost > fakticka pfesnost).

C. Faze nasazeni

| technicky ,,dokonaly” model mize byt pfi nasazeni Skodlivy, pokud ignorujeme socialni
kontext.

e Pokud nasadime systém detekce emoci vyvinuty v USA ve Skolach v odlisSné kulture,
bude systém nespravné interpretovat vyrazy tvari student(l. To, co je v jedné kulture
znamkou soustfedéni, mlize byt v jiné kulture interpretovano jako hnév.

e Rozhodnuti nasadit Al na mistech, kde se rozhoduje o osudech lidi (soudnictvi, socialni
zabezpecleni), je samo o sobé politickym rozhodnutim, které upfednostriuje efektivitu a
rychlost pred individualnim lidskym dsudkem.

Co si z toho vzit pro vyuku: Uméla inteligence neni autorita. Je to nastroj, ktery zesiluje
lidské schopnosti, ale také lidské chyby. Kdyz se divdme na vystupy Al, nedivame se na
objektivni realitu, ale na statisticky odhad zalozeny na nedokonalych lidskych datech. U¢it
studenty o Al proto znamenéa nejen udit je programovat, ale také je ucit klast otazky: Kdo
tento systém vytvofil? Z jakych dat se u€il? A &i pohled na svét v ném chybi?

Spatné definovany cil znamena potize

Jednim z nejkriti¢téjSich momentd ve vyvoji umélé inteligence je okamzik, kdy lidé musi
prevést abstraktni socialni pojmy (jako , dobry zaméstnanec”, ,ohrozené dité“, ,Uspé&Sna
|é¢ba"”) do jazyka cCisel, kterému pocita¢ rozumi. Tento proces se nazyva formalizace kol
a pravé zde dochazi k neviditelné, ale zasadni etické zméné.

Pfedstavte si, Ze trénujeme systém umélé inteligence pro personalni oddéleni, aby tridil
Zivotopisy. Ukol je jednoduchy: , Najdéte nam nejlepsi kandidaty.*

Umeéla inteligence v3ak nechape pojem ,,nejlepSi®. Musime ji dat konkrétni metriku — cil,
ktery ma maximalizovat. V technické terminologii Ffikdme, Ze hledame zastupnou
proménnou pro Uspéch. A pravé zde zacina rfada problémd:
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1. Vyhér cile je volbou hodnot

Jak definujeme UspéSného zaméstnance pro ucely algoritmu?
e MozZnost A: Je to nékdo, kdo zlistava ve spolecnosti alespon 5 let? (Ddraz na loajalitu).
e MozZnost B: Je to nékdo, kdo byl povy$en do dvou let? (Ddraz na vykon/ambice).

Pokud zvolime moznost B (rychlé povySeni), vkladame do systému nas pohled na svét, a
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vzorce, které koreluji s rychlym kariérnim postupem.

2. Historicka data kopiruji nerovnosti

Kdyz Al analyzuje data spoleCnosti za poslednich 10 let, odhali krutou realitu: muzi byli
nejCastéji rychle povySovani. Ne nutné proto, Ze byli schopnéjsi. Mozna proto, Ze Zeny
Castéji prerusovaly svou kariéru, aby se staraly o déti, nebo kvili neformalni diskriminaci ze
strany manazer(i v té dobé. Algoritmus nevidi socialni kontext (diskriminaci). Vidi pouze
silnou statistickou korelaci: ,,Muzské atributy v Zivotopise = vysoka pravdépodobnost
rychlého povySeni.*

3. Vysledek: Dokonalé spinéni Spatného tkolu

Vysledny model zaCne penalizovat vSe, co se v novych Zivotopisech tyka zen (napfiklad
odkazy na ,zensky softbalovy tym*“ nebo mezery v profesni historii), a naopak bude
upfednostriovat slovnik typicky pro muzské uchazece.

Kdybychom takovy systém zavedli, stalo by se naésledujici: zeny by byly systémem
automaticky odmitnuty.

V tomto pfipadé stroj neudélal technickou chybu. Stroj fungoval bezchybné. Pfesné spinil
matematicky Gkol: ,Najit lidi podobné té&m, ktefi byli v minulosti aspé&$ni.“ Ukol vak
vychéazel z mylného pfedpokladu, Zze minulost byla spravedliva a hodna opakovani.

KliCové ponaucCeni: Definovat cil umélé inteligence znamena definovat hodnoty
budoucnosti. Pokud bez kritického mysleni fekneme Al, aby optimalizovala efektivitu podle
starych pravidel, pouze automatizujeme a urychlime staré nespravedinosti.

Tip pro aktivitu ve tfidé: Tento text je vhodny pro kratkou diskusi se studenty. Otazka pro
studenty: , Pfedstavte si, Ze jste Feditelem Skoly a chcete, aby Al vybrala nejlepsi studenty,
ktefi budou Skolu reprezentovat. Jakd data byste systému poskytli? Znamky? Pocet
zamedkanych hodin? Ug&ast v klubech?“ (Poté diskutujte o tom, koho by tato kritéria
diskriminovala — napf. studenta, ktery ma Spatné znamky, ale je kreativni, nebo studenta,
ktery zmeskal mnoho hodin kvili nemoci, i kdyZ je talentovany.)
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Digitalni prava jsou lidska prava

Na samém pocatku diskuse o umélé inteligenci a lidskych pravech je dilezité poznamenat,
Ze staty po celém svété se v nékolika deklaracich a dohodach zavazaly dodrzovat zakladni
zasadu:_lidskéa prava, kterd mame v offline svété, musi byt chranéna i v online svété.

Uméla inteligence nevytvafi novy svét s novymi pravidly. Vstupuje do naSeho stavajiciho
svéta a testuje meze prav, ktera nam zaruCuji mezinarodni Umluvy. Od prava na zivot po
pravo na spravedlivy proces. Neexistuje zadna oblast, kterd by nebyla ovlivnéna pfichodem
algoritm.

Podivejme se, jak Al méni tradi¢ni lidska prava podle Evropské imluvy o lidskych pravech:

I. Kdyz algoritmy rozhoduiji o Zivoté a smrti (¢lanky 2 a 3)

Technologicky pokrok nas pfivedl do bodu, kdy stroje pfimo zasahuji do fyzické integrity
¢lovéka. To, co zni jako scéna z filmu Terminator, je dnes realitou na bojiStich a v
nemocnicich.

1. Digitalni dehumanizace: Autonomni zbraiové systémy

(V souvislosti s ¢lankem 2: Pravo na zivot)

NejkrajnéjSi formou umélé inteligence jsou smrtici autonomni zbrariové systémy (,,zabijacké

roboty“). Tyto stroje mohou vybirat cile a UtoCit bez jakéhokoli zasahu Clovéka.

o Eticky problém: Bez ohledu na to, jak dokonaly stroj je, nem(ze citit soucit ani
pochopit hodnotu lidského zivota. Redukuje lidskou bytost na soubor datovych bodl
(tepelna signatura + tvar objektu = cil).

e Pravni vakuum: Pokud robot spacha valecny zlo€in (napf. zabije se vzdavajiciho vojaka),
kdo je za to zodpovédny? Programator v kancelafi? Velitel, ktery jej aktivoval? Nebo
vyrobce? Absence lidské kontroly vytvari nebezpecnou mezeru v odpovédnosti.

2. Algoritmicke triage v zdravotnictvi

(V souvislosti s ¢lankem 2 a zdkazem diskriminace)

Ve Spojenych statech se zdravotni pojistovny pfi vybéru pacient(, ktefi potfebovali zvlastni
péci, spoléhaly na algoritmus Optum.

o Selhani: Algoritmus systematicky upfednostfioval bilé pacienty pfed ¢ernymi, i kdyz byli
stejné nemocni.
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e Pro¢? Systém byl nastaven tak, aby predpovidal budouci finanéni naklady (jako
zastupny ukazatel zdravotniho stavu). Vzhledem k tomu, Ze AfroameriCané méli v
minulosti horSi pfistup k 1é€bé, utratili méné penéz. Algoritmus to interpretoval tak, ze
jsou zdravéjsi.

o Vysledek: odepreni zivotné dllezité péce na zakladé matematiky ovlivnéné rasovymi
predsudky.

3. Pseudovéda na hranici: detekce Izi

(V souvislosti s ¢lankem 3: Zdkaz mudeni a nelidského zachéazeni)

Projekt iBorderCTRL, testovany na hranicich EU, se snazil odhalit 1Zi mezi uprchliky
analyzou mikro-vyrazl na jejich tvéfich. Védeckd komunita to povazuje za pseudovédu.
Stres, Unava z cestovani a kulturni rozdily v mimice mohou systém oklamat. Podrobit
traumatizované osoby vyslechu strojem, ktery je mize na zakladé jejich mimiky poslat zpét
do nebezpedi, hrani¢i s nelidskym zachazenim.

Poznédmka: Podle nové evropské legislativy o umélé inteligenci by analyza emoci méla byt
ve vétsiné pripadl zcela zakazana.

1. Spravedinost v ¢erné skfifice (¢lanek 6)

Zakladnim pilifem pravniho statu je, ze spravedlnost musi byt nejen vykonana, ale také
musi byt viditelnd. Obzalovani musi rozumét dikazdm, aby se mohli branit. Uméla
inteligence, ktera funguje jako ,,Cerna skfifika“, tento princip podkopava.

1. Piipad COMPAS: Odsouzen algoritmem

V USA pouzivaji soudci software COMPAS k odhadu rizika recidivy. VySetfovani organizace
ProPublica odhalilo znepokojivou pravdu:
e systém dvakrat Castéji nez u bélochd nespréavné oznacoval Cernochy jako ,vysoce
rizikové".
e V disledku toho byli lidé na zakladé vzorce algoritmu odsouzeni k prisnéjSim trestiim
nebo jim byla zamitnuta kauce.

2. Prediktivni policejni prace: Matematika jako samospliujici se proroctvi

Policie vyuziva umélou inteligenci k predpovidani mist, kde dochazi k trestné &innosti.
Systém se ucéi z historickych policejnich zaznamd. Pokud se policie v minulosti zamérovala
na chudé Ctvrti, data ukazou, Ze se tam vyskytuje ,,vysoka kriminalita“.

o SluCka zpétné vazby: Algoritmus poSle hlidku zpét do stejné Ctvrti -> hlidka najde
drobnou kriminalitu -> data se potvrdi -> algoritmus tam posle hlidku znovu.

o Vysledkem je nadmérné policejni hlidkovani v mensinovych Ctvrtich, zatimco kriminalita
v ,,bilych* ¢tvrtich zlstava bez pov§imnuti.
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I1I. Konec soukromi a svobody mysleni (€lanky 8 a 9)

Pravo na soukromi v digitalnim véku se zasadné meéni. Méni se v boj o kontrolu nad
vlastnim obli¢ejem a mySlenkami.

1. Masové hiometrické sledovani: Kampaii ,,Ban the Scan“ (Zakazte skenovani)

Technologie rozpoznavani obliCeje méni vefejné prostory na oblasti pod neustalym statnim
dohledem.

o Pripad Roberta Williamse (USA): Tento muz byl zat€en prfed zraky své rodiny za zlocin,
ktery nespachal. Algoritmus omylem porovnal jeho starou fotografii s nekvalitnim
snimkem pachatele. Rozpoznavani obliCeje je nejen invazivni technologie, ale také
rasoveé zaujata — Castéji se myli u lidi s tmavou pleti.

o Dopad: Pokud vas kamera dokaze identifikovat kdekoli, ztracite svou anonymitu.

2. Utoky na svobodu mysleni

Tradi¢né jsme vérili, Ze naSe myslenky jsou nedotknutelné.
 Inferendi algoritmy: Socialni sité mohou z vasich ,lajk(“ odvodit vasi sexualni orientaci,
politické nazory nebo dusevni stav — véci, které jste jim nikdy nefekli.
e Nudging: Tyto U(daje se pouzivaji pro mikrotargetingovou reklamu a politickou
manipulaci, kterd obchéazi naSe kritické mysleni. Pfestdvame byt autonomnimi bytostmi

a stavame se objekty manipulace.

IV. Umélé umiéeni obéanske spolecnosti (Glanky 10a 11)

Svoboda projevu a shromazdovani jsou zakladnimi pilifi demokracie. Uméla inteligence
meéni také oblast obCanské angazovanosti.

1. Automatizovana cenzura (pripad Syrian Archive)

Algoritmy YouTube urlené k mazani ,teroristického obsahu® smazaly tisice videi
dokumentujicich vale¢né zloCiny v Syrii. Stroj nedokazal rozliSit mezi propagandou ISIS a
dikazy shromazdénymi aktivisty za lidska prava.
o Vysledek: klicové dikazy pro budouci soudni fizeni byly ztraceny. Moderovani obsahu
pomoci umeélé inteligence €asto funguje jako nastroj, ktery nic¢i legitimni projevy.

v

2. Odrazujici ucinek na protesty

Pokud byste védéli, Ze na namésti jsou kamery s funkci rozpoznavani oblic¢ejl, §li byste na
protiviadni demonstraci? Mnoho lidi by radéji zlistalo doma.

e Tento strach z nasledk( se nazyva odrazujici G¢inek. Technologie nemusi fyzicky branit

protestlim; staci vytvorit atmosféru strachu, kterd odradi lidi od uplatnéni jejich prava

na shromazdovani.
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V. Diskriminace skryta v zakoné (€lanek 14)

objektivni. Skryva se za fasadou byrokratické neutrality.

e Skandal v Nizozemsku: Finanéni Ufad pouzil algoritmus k vyhledavani podvodnik( s
détskymi pfidavky. Jako rizikovy faktor nastavil ,dvoji obCanstvi“. Vysledek? Tisice
nevinnych pristéhovaleckych rodin bylo zni¢eno vyméahanim dluh(. Jednalo se o
institucionalni rasismus provadény pomoci kodu.

e Amazon: Spole¢nost musela zruSit svou Al pro nabor zaméstnancdi, protoze se naucila
penalizovat Zivotopisy obsahujici slovo ,,zena“. Jelikoz byla trénovana na historickych
datech (kde dominovali muzi), hodnotila Zzeny jako méné vhodné kandidatky.

0d etiky k zavazkiim: ramec lidskych prav pro
umelou inteligenci

Debata o tom, jak zmirnit negativni dopady umélé inteligence, prosla v uplynulém desetileti
zasadni proménou. Jesté nedavno jsme Zili v éfe digitalniho Divokého zapadu. Technologicti
giganti nas presveédCovali, Ze regulace potlali inovace a ze jejich vlastni etické kodexy
budou stacit. Ve skuteCnosti se vSak ukazalo, Zze nezavazné sliby nas pfed skuteCnou Gjmou
neochrani.

Pod tlakem rlznych organizaci, jako jsou Amnesty International a Access Now, se situace
meéni. Pfechazime od vagni etiky Al k pravné vymahatelnym hranicim.

1. Zlomovy bod: Torontska deklarace

Klicovym momentem této zmény byl kvéten 2018 a pfijeti JTorontské deklarace. Tento
dokument, iniciovany organizacemi Amnesty International a Access Now, smetl vymluvy
technologickych spole¢nosti. Deklarace jasné stanovila: Stavajici zakony o lidskych pravech
se vztahuji i na strojové uceni.

Umeéla inteligence neni nad zakonem. Je produktem lidského designu. Pokud algoritmus
diskriminuje (naptiklad znevyhodriuje zeny pfi poskytovani Gvér(l), nejde o technickou
chybu, ale o poruSeni prava na rovnost. Torontska deklarace tak polozila zaklady pro to, co
vidime dnes — prechod od vagni etiky k pevnym pravidlim.

2. Kdo je za co zodpovédny?

Abychom se neztratili v bludisti pravidel, musime (v souladu s principy OSN) rozliSovat
mezi dvéma drovnémi odpovédnosti. Jedna se o klicové rozliSeni:
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A. Stat ma povinnost CHRANIT (Hard law)

Stat nemize jen pokréit rameny a tvrdit, ze technologie je pfili$ rychla. Jeho Ulohou je
pfijimat zavazné zakony.

o Z&kaz delegovani spravedinosti: Stat nesmi predavat své klicové pravomoci strojiim,
pokud by to obchéazelo spravedinost. Pokud o vasem osudu rozhoduje soud nebo
policie, musi za tim stat osoba, ktera nese odpovédnost.

e Prévo na obhajobu: Pokud jste vySetfovani algoritmem, musite mit stejnd prava na
obhajobu a pfistup k dikazim, jako kdybyste byli vySetfovani vySetfovatelem. Argument
¢erné skrinky nem(ize prevazit nad pravem na spravedlivy proces.

B. Spolecnost ma povinnost RESPEKTOVAT (Due Diligence)

Pro soukromy sektor se blizi konec éry vymluv typu ,Je to Cerna skfifka, nevime, proC se
tak rozhodla“.

e Due diligence v oblasti lidskych prav: To je novy standard. SpoleCnosti musi prokazat,
Ze pred spusténim systému aktivné vyhledavaly rizika. Musi zkontrolovat, zda jejich
data neobsahuji rasové nebo genderové predsudky, a otestovat dopad na zranitelné
skupiny.

e Odpovédnost za vysledek: Pokud spoleCnost uvede na trh diskriminacni nastroj, nese za
néj odpovédnost, bez ohledu na to, zda zdmérem bylo zplsobit $kodu, nebo zda se
jednalo pouze o nedbalost.

3. Jak se svét dnes brani?

Torontska deklarace vyvolala lavinu novych etickych zavazk( v oblasti umélé inteligence.
Dnes mame k dispozici cely ekosystém mezinarodnich dohod a zakon(, které tvori
bezpecnostni sit pro nase prava.

OECD: Zasady pro umélou inteligenci (2019)
Organizace pro hospodéarskou spolupraci a rozvoj (OECD) byla prvni mezinarodni instituci,
kterd definovala standardy pro divéryhodnou Al.

e O co jde: Tyto zasady, podepsané vice nez 40 zemémi (v&etné Slovenska a Ceské
republiky), zdlraziuji, ze Al musi respektovat demokratické hodnoty a zasady pravniho
statu. ACkoli nejsou pfimo vymahatelné soudy, slouzi jako zaklad pro vnitrostatni pravni
predpisy a stanovuji latku pro to, co je v demokratickém svété prijatelné.

UNESCO: Globalni eticky kompas (2021)
Zatimco OECD sdruzuje hlavné bohaté zemé&, UNESCO dosahlo globalniho konsensu. V roce
2021 prijalo 193 ¢lenskych statd Doporuceni o etice umélé inteligence.



AMNESTY

INTERNATIONAL

e O co jde: Jedna se o prvni skute€né globalni dokument, ktery vyslovné stanovi, ze
technologie musi byt pod kontrolou ¢lovéka a musi byt vysvétlitelné. UNESCO zavedlo
koncept etického posuzovani dopadd (EIA), nastroj, ktery pomaha viadam predvidat
rizika umélé inteligence, nez se stanou realitou.

Rada Evropy: Prvni mezinarodni imluva o Al
Rada Evropy (ktera sdruzuje 46 zemi a stoji za Evropskym soudem pro lidska prava) ma
ramcovou Umluvu o umélé inteligenci.

e Co to je: Jedna se o prvni pravné zavaznou mezinarodni smlouvu na svété, ktera se
zamérfuje vyhradné na prlinik umélé inteligence a lidskych prav, demokracie a pravniho
statu. Na rozdil od obchodnich predpis(l se tato Umluva zabyva ochranou jednotlivci
pred zneuzitim moci prostfednictvim technologie.

Evropska unie: Zakon o umélé inteligenci (Al Act)
EU pfijala prvni komplexni legislativu na svété, kterd klasifikuje Al podle drovné rizika a
stanovi jasna pravidla pro kazdou kategorii.
o Cervené &ary: Systémy s ,nepfijatelnym rizikem* jsou v Evropé zcela zakazany. Patfi
mezi né napfiklad:
o Socialni bodovani: Bodovani obcan(i statem na zakladé jejich chovani (model
znamy z Ciny).
o Biometrickd kategorizace: Tridéni lidi na zakladé rasy, politickych nazord nebo
sexualni orientace.
o Rozpoznavani emoci: Pouzivani Al k detekci emoci na pracovistich nebo ve Skolach.
Zakon o umeélé inteligenci vysila jasny signal — prava obcan(l maji v Evropé prednost pred
zisky technologickych spole€nosti.

Pozor na etické vymyvani mozkii

Existuje také fenomén zvany ,etické prani“. Je podobny ekologickému ,zelenému prani®.
Technologicka spoleCnost zvefejni hezky vypadajici eticky kodex plny slov jako spravedInost
a dobrota, zfidi interni etickou komisi (ktera neméa zadnou skute€nou moc) a predstira, ze je
odpovédna. Casto se jedna pouze o PR strategii, kterda méa oddalit zavedeni skute&nych,
prisnych regulaci. Skute€na ochrana prav vyzaduje nezavislého arbitra (soudy, Gfady), nikoli
interni komisi placenou samotnou spolecnosti.

Co to znamena pro Skolu?

Cilem této kapitoly neni démonizovat technologii. Chceme v3ak studenty vybavit kritickymi
dovednostmi digitélniho oblanstvi. Ve tfidé by se nemélo ucit pouze programovani umélé
inteligence, ale také to, ze:
1.Mate pravo na vysvétleni: Pokud stroj ucini rozhodnuti, které se vas tyka (napf. pfijeti
do Skoly, pljcka), mate prévo védét proc.
2.Mate pravo na napravu: Musi existovat zplsob, jak se odvolat k redlné osobé.
3.Technologie neni nad zakonem: Ani ten nejmodernéSi algoritmus nesmi poruSovat
ustavu.
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Zaver

Vzdélavani v oblasti umélé inteligence a lidskych prav neslouzi pouze k varovani pred
dystopickou budoucnosti. Jeho cilem je posilit postaveni mladych lidi. Kdyz studenti
pochopi, jak tyto systémy funguji a jaka jsou jejich prava, pfestanou byt pasivhimi objekty
sledovani a stanou se aktivnimi digitalnimi ob&any. Ulohou ugitele je poskytnout jim v
tomto slozitém terénu kompas, jehoz stielka ukazuje na lidskou distojnost.
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